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About LIRNEasia  
LIRNEasia is a regional digital policy think tank, founded as a not-for-profit company in 2004, working 
across the Asia Pacific. We conduct in-depth, policy-relevant research on infrastructure industries 
including the digital sector. As such, our work often extends to areas such as labor, education, 
agriculture, and disability. LIRNEasia has engaged in issues related to digital technology and the future 
of work, studying platform work across Asia using large scale surveys and deep ethnographic research. 
LIRNEasia is also currently using natural language processing (NLP) techniques to understand the 
demand for skills in the Sri Lankan job market by analyzing job advertisements in one of the country’s 
largest online job search engines. More details of our research related to future of work can be found 
at https://lirneasia.net/futureofwork .  
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Introduction 
The traditional tools of understanding job markets include labor force and skills surveys, qualitative 
studies, and the manual analysis of job vacancies. These methods have pros and cons.  What one 
gains in comprehensive coverage (e.g., from a nationally representative labor force or skills survey), 
one compromises in resources (due to cost and time required).  Many methods often fall short in 
capturing the complexity, the variability, and the pace of change of labor markets at a level of granularity 
that is useful for policy makers and other seekers of such information. It is in this context that OJPs 
have emerged as a promising data source that can bridge information gap.  
 
OJPs, in the ideal case, offer near real-time information on the current skills demanded by employers. 
They also enable comparisons across time and a wide range of occupations, industries, and 
geographies. They also allow for the early detection of emerging labor market trends, providing job 
seekers, employers, and policymakers with a forward-looking analytical tool. Further, job portals with 
advanced functionality often contain data about the job seekers and their behavior on the platforms, 
which can provide additional insights into the supply of skills, preferences of job seekers and job 
searching patterns on these job portals.  
 
However, there are several challenges that need to be overcome before OJPs can be used to draw 
reliable conclusions on labor markets. The principal concern with using OJP data for economic analysis 
is that their data are not representative of the full job market. Not all vacancies are advertised, and even 
among the advertised, there are differences in coverage from one OJP to another based on their target 
market segment, language, approach used to collect ads, etc. The second important challenge is data 
quality. Given that the data generated on OJPs aren’t collected with research objectives in mind, there 
are no common standards for vacancy formats, schemas, and job classifications. Even within the same 
country, there can be significant differences in the nature, the amount, and the quality of data captured 
by different job portals. And finally, the legal and ethical frameworks for utilizing job portal data are not 
always clearly established. This concern is even more pressing when data about individuals and their 
behavior on job portals are used for analysis.  In the Global South, these challenges are amplified by 
low levels of digitization, low levels of digital skills, and high levels of informality in the labor market, 
among other challenges. This review takes a detailed look at the challenges of using OJP data for labor 
market analysis.  
 
Due to the recency of this field and differences in country contexts and technical features of job portals, 
there are no standardized ways of conducting job portal analysis.  Researchers studying OJPs employ 
a variety of techniques drawing from different disciplines including, statistics, econometrics, and 
computer science. A thorough understanding of methods and techniques available along with their 
strengths and limitations can enable the selection of the right combination of techniques for a given 
research question. 
 
This review is arranged around the following key themes: 

1. How has online job portal data been used for labor market analysis? 
2. Examples OJP usage in real world applications. 
3. Limitations and challenges of using OJPs and existing ways of addressing them. 
4. Other data sources that complement OJP data. 
5. Processing steps, methods, and techniques used in collecting and processing OJP data prior 

to analysis. 
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How has online job portal data been used for labor market 
analysis? 
The information captured by online job portals (OJPs) can be broadly categorized into two types based 
on their information content and the focus of past work. 

1. Online job vacancy data (OJVs) 
2. Non-vacancy data 

For each of the two types of data, this section examines the variables captured, explores the kinds of 
research questions that can be answered and provides an overview of studies that have been 
conducted. 

Online job vacancy data (OJV) 
An online vacancy is an advertisement for an occupation which can be broadly understood as an 
employer looking for a set of skills to perform one or more tasks. 

Variables captured in online job vacancy data  
Significant differences exist in the content of OJVs across web platforms, between and within countries. 
Nevertheless, several common variables can be identified from most available sources (Cedefop, 
2019). 

• occupations: the primary piece of information in a vacancy which includes the job title and the 
description. Upon processing, it is possible to map the occupation to a standard job and skill 
classification framework such as the International Standard Classification of Occupations 
(ISCO).  

• countries and regions: most vacancies include some indication of the place of work which 
facilitates geographical breakdowns. However, in order to make reliable inferences for a given 
region, the nature of the job, the type of industry, and overall geographical mobility of labor 
should be considered.  

• skills: usually the most important piece of information in an OJV that is of interest to labor 
market practitioners. It includes employers’ requirements for jobs, and skills. It should be noted 
that sometimes the vacancy content is not an accurate reflection of the skills needed for the 
jobs since some talent-seekers might include a wish list of skills to find the best talent regardless 
of the job requirement, while some others might only use vacancies as a primary filter for 
shortlisting candidates. 

• time dimension: most vacancies contain some information about the date the vacancy was 
announced and the duration it was open, allowing monitoring and comparisons in the labor 
market. 

• other variables: vacancies may also contain a combination of other variables, such as the 
wage, contract type, non-skill requirements, working conditions or required experience which 
allow for the slicing of data in several ways. 

 

The kinds of questions that can be answered with vacancy data 
OJV analysis is usually driven by two main objectives: to monitor labor markets across various 
dimensions and to understand employers’ skill requirements. More specifically, OJVs have the potential 
to add more clarity to questions such as: 

• For which occupations is demand increasing most? In which sectors or regions? 
• What combination of skills are sought by employers in these ‘top jobs? What new types of jobs 

are emerging? 
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• What are employers’ demands for specific skills in specific jobs? How does this differ across 
countries, regions, or sectors? What new skills are employers demanding? In which jobs?  

• Considering the set of skills required in different jobs, what possible career moves are there for 
jobseekers? Which jobs, although different, require a similar set of skills?  

• Apart from skills, what other requirements appear to be most salient? What groups of people 
might be at a disadvantage, due to certain requirements?    

Past work leveraging OJV data 

Skills analysis 

The primary role of OJPs from a labor market perspective is to bridge the gap between the demand 
and supply for skills. Therefore, OJVs have been extensively used for studying various aspects of 
skills including soft skills, technical skills, industry-specific skills and transferable skills. While most 
soft skills are required for jobs spanning a wide range of industries, the skills that are deemed as 
most important could vary with the industry. Technical skills, with some exceptions, are often specific 
to the industry.  
 
An analysis of employability skills (as defined by the Department of Education, Science, and 
Training) in job vacancies was conducted in Australia via an integrative review of 40 previous studies 
(Messum et al., 2016). The authors found communication and teamwork skills to be far more 
pronounced than job-specific skills across most jobs. In another study, variations of skill 
requirements across the dimensions of time, the scale of the company and salary was conducted 
via a combination of multi-criteria analysis and skill popularity-based topic modeling (Xu et al., 2017). 
Results identify mobile development skills to be more salary-oriented and data-driven skills to be 
steadily gaining popularity. More recently, the use of Artificial intelligence (AI) techniques for skills 
analysis has become quite popular. A recent European study leveraged AI and graph-theory 
methods to map out occupation/skill relevance and similarity over the European Labor Market 
(Giabelli et al., 2020).   
 
The identification of sector/industry specific skills is another popular use-case of OJV analysis. This 
(Messum et al., 2011) discusses essential skills for health managers presented in both online and 
offline vacancy advertisements in New South Wales, Australia. Furthermore, soft and hard skills that 
are specifically in demand in the IT industry have been analyzed by Ternikov (2022). Here, skills 
requirements are analyzed at the industry level as well as at the level of job clusters.  
 
Other applications of skills analysis include improving the accuracy of job recommendations, 
adjusting the curricula at skill-developing organizations, assisting in talent search procedures, 
exploring skill salience, and predicting the demand for skills. A detailed survey on skill identification 
using job ads was done by Khaouja et al. (2021) and it analyzes recent trends, evaluates 
methodologies, and provides an in-depth comparative survey of research papers related to skill 
identification from online job ads. Further, a recent review by Fabo & Mýtna Kureková (2022) notes 
that online labor market data has also been used to study skills within the contexts of school-to-work 
transition, new occupations, and lifelong learning.  

Labor market monitoring and analysis  

Given that vacancy data is a representation of the demand for skills, it can be used to keep track of 
various dynamics in the labor market. Changes in the labor market over time, geographical location, 
and demographic features, as well as the effect of shocks to the economy, can be analyzed using 
job vacancy data. Given their longitudinal nature and near real-time access, Fabo & Mýtna Kureková 
(2022) note that vacancy data has been a popular data source for studying labor market fluctuations. 
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Acemoglu et al. (2020) studied the impact of AI on labor markets, using establishment level data on 
vacancies with detailed occupational information comprising the near universe of online vacancies 
in the US from 2010 onwards. While the study discovered AI-related job vacancies to be growing 
fast during the period in consideration, no significant effect of AI exposure on employment or wage 
growth was been found. In addition, Azar et al. (2020) explores the concentration of labor market in 
the US across occupations and geographical regions, emphasizing the high correlation between 
higher market level concentrations and lower wages in the labor market as opposed to the product 
market. 
 
More recently, a study published by the OECD (2021) dives into the details of the effect the COVID-
19 pandemic had on the labor market. The study focuses on the changes to the total volume of OJVs 
as well as changes specific to certain sectors and working arrangements. According to the findings, 
though the total availability of OJVs have taken a significant fall during the pandemic, the demand 
for certain skills in healthcare such as “intensive care” and “basic patient care” have been increased. 
They were also able to notice the variance of these trends between countries, sectoral differences 
in fluctuations, and the change in skill requirements. Furthermore, the quantity of OJVs offering 
remote working arrangements has increased as well. 

Testing of sociological/economic theories 

OJV data has also been used by economists, sociologists and other labor market practitioners to 
test and validate hypotheses and theories such as gender discrimination, and unemployment. 
Gender discrimination in online job advertisements in China is explored in Kuhn & Shen (2013). 
Findings reveal that statements regarding the preferred gender are more often seen in jobs that 
require lower skill levels, and that they follow the preference the associated firms have regarding 
job-gender matches rather than a logical model. An interesting correlation between wage levels and 
soft skills associated with genders is presented in Calanca et al. (2019), with skills that are often 
viewed as ‘female’ skills being associated with wage penalties. The research also shows that soft 
skills listed in vacancies could assist in predicting the gender composition of professions.  
 
A study by Card et al. (2021) suggests that the elimination of gender preferences from job 
advertisements could result in an increase in gender diversity of hired employees in jobs that are 
typically targeted towards a certain gender. The research was conducted on the Austrian job market, 
where the specification of gender preferences in job advertisements has been illegal since 2005. A 
thorough examination of the relationship between wages and unemployment is presented in Faryna 
et al. (2022). Variations in the relationship across different geographical regions and skill segments 
are presented in the study as well. 
 
Other examples of studies testing economic and sociological theories using OJP data include: the 
value of the migration experience in employers’ demands (Kureková and Žilinčíková, 2018); the 
relationship between firm credit crunch and employee job search behavior (Gortmaker, Jeffers, and 
Lee 2021); the role of occupational mismatch in explaining the productivity puzzle (Turrell et al. 
2021); and links between the introduction of unemployment benefits, job searches and job postings 
during the recent recession in the US (Marinescu, 2017) 

Non-vacancy data 
Apart from the OJVs that are advertised by employers, OJPs contain a wealth of information about 
registered jobseekers and user activity on these job portals. While research and already implemented 
applications of this data is limited compared to vacancy data, it has the potential to unlock unique and 
diverse insights into labor market dynamics (Fabo & Mýtna Kureková, 2022). 



Use of online job portal data in research and in practice: A review                LIRNEasia 

8 
 

Variables captured in non-vacancy data 
The three main categories of non-vacancy data are jobseeker data, employer data and transaction 
(website activity/traffic) data.  

1. Jobseeker data: usually found in the forms of user profiles and CVs (Curriculum Vitae), 
jobseeker data includes biographical details, educational qualifications, skills, and past work 
experience of users of OJPs. 

2. Employer data: details about companies which have a presence in OJPs found in the form of 
company profiles. Some information about the employer advertising for the given vacancy can 
generally be found within the vacancy itself.  

3. Transaction data: As jobseekers, employers and other visitors navigate through OJPs their 
activity generates a trail of data points that can be made to draw diverse inferences. These 
inferences are quite rich if they belong to registered users who use a log-in to access the job 
portals, since it allows for longitudinal analysis. Some of the website visit based information 
includes, 

a. Number of clicks 
b. Number of received applications per vacancy 
c. Number and the timing of applications submitted by a job seeker 
d. Time spent on site/page 
e. Click streams that captures website navigation 
f. Revisits 

The kinds of questions that can be answered with non-vacancy data 
Non-vacancy data can be used both on its own, and in combination with vacancy data to answer and 
add clarity to a variety of questions. Some of them might include: 

• How many vacancies were viewed by the average job seeker before an application was 
submitted? Does it vary according to industry, geography, or the time of year? 

• What skills did the job seeker profiles with the greatest number of views and longest times spent 
on profiles have in common?  

• What vacancies received the most vs least number of views and applications? How fast are 
they received? 

• Are there differences in job searching behavior among young vs more-experienced jobseekers 
in the labor market? 

• For vacancies with identical job requirements published around the same time, was there a 
significant difference between the number of views/applications? 

• Do jobseekers belonging to certain groups (age, experience-level, ethnicity, gender) show 
differences in their job search and application behavior? 

• Which vacancies are most suitable for a given applicant, and which applicants are most suitable 
for a given vacancy? 

Past work leveraging non-vacancy data 
Job seeker data combined with job portal activity presents a plethora of opportunities to understand and 
reduce labor market inefficiencies. Adrjan & Lyndon (2019) developed a new measure of labor market 
tightness using the number of clicks on a job posting shows that advertised salaries are significantly 
higher in jobs where the supply of potential workers is low relative to demand. Brenčič (2014) found that 
employers and job searchers prefer to visit job portals with more postings. However, once on the site, 
the number of postings that a typical visitor reviews are not affected by the number of available postings. 
A study conducted by Hensvik et al., (2020) on Sweden’s largest online job portal found that Job seekers 
decreased their search intensity by 15% during the 3 months after the COVID-19 outbreak and vacancy-
level tightness increased by 25% during the same time period. 
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Another category of research conducted using non-vacancy data on job portals is experimental studies. 
These kinds of studies for economic analysis using online job portal data are relatively novel, but the 
experimental form of these studies is quite popular among software engineers (who use it to test new 
features on websites) making them relatively straight forward to conduct. In a randomized controlled 
trial conducted in an online job portal in India, Yamauchi et al., (2018) examined the impact of 
noncognitive (socio-emotional) skills on job market outcomes. Results of the study seem to indicate that 
employers exhibit a higher interest in candidates when they have access to knowledge about 
personality data of the candidates. 
 
Analysis of transactions and portal activity to draw inferences and provide recommendations are also 
emerging as a prominent area of research. Matsuda et al., (2019) analyzed a Pakistani job portal and 
found out that jobseekers who are male, young, and with higher current salaries and educational 
degrees submit more applications. They also found out that many jobseekers applied for jobs that offer 
less than their desired salary level. Lu et al., (2013) developed a hybrid recommender system exploiting 
the job and user profiles and the actions undertaken by users in order to generate personalized 
recommendations of candidates and jobs 

Examples OJP usage in real world applications 
In addition to academic studies which have used OJPs to study labor market there have been several 
real-world applications of OJPs used by decision makers in the labor market. Nitschke et al. (2021), 
and Fabo and Mýtna Kureková (2022) highlight several such applications: 

1. The National Skills Commission of Australia uses big labor market data (including 
OJPs) in their Jobs and Data Infrastructure (JEDI) tool (National Skills Commission, n.d.). 
It uses a mix of traditional sources of data and job posting data to identify 25 emerging 
occupations within the Australian labor market that are not well articulated in standard 
occupational taxonomies. 

2. In Singapore, the government has launched the SkillsFuture project which uses the 
data from job postings, combined with insights from stakeholders' interviews, to support 
policy and program design (Job-Skills Insights, 2022) 

3. The European Union (EU) partners with labor analytics company Emsi Burning Glass 
(EBG) to develop CEDEFOP’s (European Centre for the Development of Vocational 
Training) online job vacancy analysis system (CEDEFOP, n.d.). Cedefop, an EU 
agency focused on the development of European VET (Vocational Education and 
Training) policies, has been working with big labor market data since 2015. 

4. The World Bank and the government of Malaysia released a report on Malaysia’s skill 
shortages and critical occupations (World Bank, 2019). They used postings data to 
learn the skill and experience requirements of high-demand occupations and help 
create their list of critical occupations. This list is then used to align workforce 
development policies with employer demands 

5. As part of the O*Net project in the United States, online job vacancies were used to 
determine “hot technologies” on the basis of employers' job postings (Lewis & Norton, 
2016) 

6. Indonesia created a critical occupation list to highlight shortages and potentially 
strategic investment areas (World Bank, 2018a). Additionally, they have an Online 
Skills and Vacancy Outlook initiative that collects online job postings by occupation. 
These two initiatives work to analyze skill imbalances and help policymakers to make 
investments in training programs and adjust incentives. 

7. In New Zealand, Tokona Te Raki, an indigenos social innovation lab, is using big labor 
market data to drive longer-term systemic change to boost Māori success and tackle 
inequality (Tokona te Raki. 2020). They aim to produce an understanding of current 
labor market data to support better employment outcomes for Māori and inform the 
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business case for further investment in tools to enable future indigenous workforce 
development. 

8. In the United States, OJP analysis has led to Colorado’s new Pay Transparency Law 
which requires employers to (1) post compensation and benefits information for each 
job posting for Colorado jobs and (2) internally post promotional opportunities to current 
Colorado employees on the same day and sufficiently in advance of promotion 
decisions (Muhleisen et al., 2021). Changes in wages based on these policy changes 
show up immediately in online job posting data, which enable the changes in wages or 
other job characteristics to be tracked. 

Limitations and challenges of using OJPs and existing ways of 
addressing them 
While OJPs have emerged as an important source of labor market information, they come with several 
limitations which need to be considered before they are used to explore labor market questions. Given 
the disproportionate amount of analysis done using vacancy data compared to non-vacancy data, the 
problems identified, and the solutions proposed have mostly been centered on vacancy data. However, 
they can be adapted and applied for both vacancy and non-vacancy data since methodological issues 
arising from their use have common roots. 

Representativity 
The universe of jobs advertised online is not equal to the universe of new jobs that exist in a given labor 
market. This can occur due to a variety of reasons 

Issues 

1. Penetration of OJPs: OJPs capture only part of the demand & supply dynamics of the labor 
market. Low internet penetration and lack of basic digital skills across the population are 
the key parameters influencing employers’ decisions on the extent of use of OJV portals as 
a recruitment channel. Therefore, certain sectors and types of occupations are 
overrepresented in OJPs. Further, more recently, dedicated professional networking sites 
such as LinkedIn and other social media channels such as Facebook and Twitter have also 
emerged as alternatives to OJPs. 

2. Different hiring practices of different industries and geographies. Even among countries 
with high internet-penetration, the number of jobs that appear can differ significantly. For 
example, Van Loo and Pouliakis (2020) reviewed online job markets in the EU28 countries 
during 2019, and concluded that in countries such as Estonia, Sweden and Finland, the 
proportion of vacancies published online approached 100 per cent, while in others such as 
Denmark it accounted for around 50 per cent. 

3. OJVs represent only part of the job demand - not all job vacancies are advertised on-line 
(some are filled in house or through professional networks without ever advertising), and 
some jobs are more likely to be advertised on-line than others.  It can be expected that data 
are subject to occupational or qualification bias. For example, according to a 2014 study by 
Carnevale et al. on the US Labor Market using Burning Glass Technologies (BGT) data: 
• Online job ads data overrepresent job openings for college graduates 
• Between 60 and 70 percent of jobs are posted online 
• More than 80 percent of jobs for those with bachelor’s degrees or better are posted 

online 
• Job ads overrepresent industries that demand high-skilled workers 
• White-collar office and STEM occupations account for the majority of ads 
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Potential solutions  

Based on their review of theoretical and empirical studies, Fabo and Mýtna Kureková (2022) 
distinguish between inductive and deductive approaches to analyzing labor market data. The 
inductive approach is bottom-up and exploratory, often concerned with understanding the 
underlying qualities of labor markets (e.g., studying skills and trends using longitudinal data). 
The deductive approach concerns itself with theory-testing based on probabilistic and inferential 
statistics methods. As such, the representativeness and generalizability of the data is less of a 
concern for studies based on the inductive approach as opposed to those based on the 
deductive approach. However, the authors note that most studies (both inductive and 
deductive) do not discuss any aspect of bias of their data: they are not concerned with broader 
generalizability beyond briefly acknowledging the issue in footnotes or as a short remark 
 
In instances where some attempt has been made to account for the bias in data, some of the 
earliest techniques including sectoral and occupational structure of the Labor Force Survey 
(LFS) to adjust the estimates of the coverage of online vacancies. However, Kurekova et al. 
(2015) who reviewed different methods of addressing representativity of OJVs concluded that 
given the LFS is not a reliable measure of the structure of the demand side of the labor market. 
LFS captures the existing stock of jobs within a labor market, whereas vacancies represent 
new openings within it. However, other solutions have since been proposed by other 
researchers to mitigate and address some of the issues of representativity in OJV data. 

1. In using data from OJPs, limit the focus on the segments of the labor markets where 
the coverage bias is less likely to be an issue. Examples include focusing on 
graduates’ CVs and vacancies targeting this labor market segment or on sectors and 
professions that are, by their nature, characterized by widespread access to the 
Internet (e.g., IT and Software jobs). 

2. The diversification of data sources and approaches has been used in many studies. 
In addition to online job ads, other types of data sources can be analyzed in parallel, 
(and findings can be verified/supplemented/modified) such as practitioner literature, 
administrative data, or interviews of sectoral HR professionals. 

3. Market coverage and technical advancement of the online job portal(s) in a given 
country need to be assessed in each country. In countries where a dominant portal 
exists, collected vacancies might be the best available source. These alternatives 
need to be weighed against the costs of collecting data by other means. Using job 
advertisements from an established portal and interpreting the results with caution to 
avoid potential biases can be a valid and acceptable choice. 

4. Statistical approaches. According to Fabo and Mýtna Kureková (2022), three types of 
statistical approaches have been used to account for the non-representativity of online 
labor market. These include:  

i. Rule-based and statistical techniques such outlier approaches and de-noising 
data (covered in the next section on data quality in this report)  

ii. Using dedicated surveys on vacancies that help account for the bias through 
proper weighting. For example, Turrell et al. (2019) used data from a leading 
online job portal (reed.co.uk) with a vacancy survey by the Office of National 
Statistics, UK to compare the mean annual ratios of different sectors and found 
no significant biases in professional and scientific activities, ICT and 
administration, whereas public administration and manufacturing appeared to 
be mostly absent from the online portal 

iii. Using the sheer size of the online data has been exploited as a strategy or a 
justification for not making additional adjustments. It has been argued that the 
richer the data, the better models can be developed, where the sheer number 
of observations typically present in big data acts as a “self-corrective” 
mechanism (Mezzanzanica & Mercorio, 2019) 
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Varying quality of information sources 
Given that the data found on OJPs are not collected with research objectives in mind, it is perhaps not 
surprising that they cannot be directly used to derive  labor market insights. There are several data 
quality issues that need to be overcome before OJP data can be used to generate reliable labor market 
insights (Cedefop, 2019). 

Issues 

  
1. In most countries, the OJP market comprises multiple actors with different business 

models. There is usually no single source of all online job vacancies; the volume, the 
variety and quality of the data depend on the portals selected for analysis.  

2. Reliability of vacancy information & self-reported information of jobseekers are also 
difficult to assess. For example, Internet job boards can be flooded by resumés that in 
fact no longer correspond to people who are searching for a job – known as “stale” 
resumés (Fabo & Mýtna Kureková, 2022). 

3. To compare job titles, skills and competencies in a standardized manner, ontologies 
need to be developed to sort and organize a diverse and complex universe. Despite 
enormous effort in developing them, they are still imperfect and full of simplifying 
assumptions that go into them; therefore, they are likely to contain systemic errors that 
can only be corrected over time.  

4. In some instances, vacancies are published on several web sites while in other cases 
some vacancies do not necessarily correspond to an actual job opening (ghost 
vacancies). Further, skills listed in a vacancy notice do not reflect the full job profile; 
employers tend to list only critical skills and qualifications to ‘filter’ job applicants. When 
there are multiple fields of information on an online job vacancy the accuracy of 
extracted labor market information can vary across data fields. 

5. Vacancies and the information they contain need to be processed, often in several 
steps, to produce viable data. Sometimes data might not be in direct machine-readable 
form. For example, in Sri Lanka, vacancies on the most popular OJP, topjobs.lk are 
posted in image form which require optical character recognition (OCR) to translate 
into textual format. Even the most up-to-date techniques of OCR are still imperfect. 

Potential solutions 

While there are no perfect solutions to remove data quality issues altogether, explicitly 
recognizing all data quality issues upfront will help rectify some of the issues and inform the 
limitations of the inferences that can be made with a given dataset. Some of the specific ways 
of addressing data quality limitations are covered later, under data pre-processing techniques. 
However, it often helps to manually inspect the given dataset based on a predetermined 
strategy, to uncover the issues that might be prevalent in each dataset. Additionally at a high-
level, 

1. Verification of the quality of data with the data provider, wherever possible, is key. The 
objective is to identify data errors and anomalous patterns; this is not to measure overall 
data quality, but to remove data that may not be reliable, understand the roots of the 
data quality issues and generate solutions on addressing some of them. 

2. Working towards a set of best practices to solve common problems by documenting 
the processes, suggestions, and revisions; ontologies and training sets can be 
published under creative common licenses to enable potential contributors to evaluate 
and improve them.  

3. Using open-source tools for many of the computational tasks of data quality 
rectification. Some of the examples include the Tesseract framework for optical 
character recognition (OCR) from images, the natural language toolkit (NTLK) for text 
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processing, and Genism for information extraction through topic modeling. These tools 
are considered to industry-standard with an active community of software developers 
making constant improvements. They also allow methods and research developed 
using OJP to be comparable and reproducible. 

Compliance and privacy concerns 
Given OJPs contain data that was not meant for analytics purposes, analyzing them raises a number 
of ethical questions, especially around compliance and privacy. However, as is the case with 
representativity, many studies do not address them explicitly, beyond briefly acknowledging the issue 
in footnotes or as a short remark. There are two major issues in this area.  

Issues 

• Web scraping, which is one of the primary methods of collecting gathering OJP data, 
involves querying a website repeatedly and accessing a potentially large number of 
pages. For each of these pages, a request will be sent to the web server that is hosting 
the site, and the server will have to process the request and send a response back to 
the computer from which the scraping operation is run from. This raises several ethical 
concerns, 

i. Too many requests sent during a short amount of time consume server 
resources that can prevent other “normal” users from accessing the site during 
that time, or in a worst-case scenario even cause the server to crash.  

ii. In certain circumstances web scraping can be illegal. Sometimes the terms and 
conditions of the web site being scraped specifically prohibit downloading and 
copying its content 

• Most OJPs contain job seeker profiles and can capture their activity on the job portal 
across different interactions. While this data can inform better public policy, improve 
job seeker experience on the portals, and provide employers with better matches, 
OJPs contain several personally identifiable attributes registered individuals, that 
gives rise to serious privacy concerns. 

Potential solutions 

• There aren't any global frameworks on the legality and ethics of web scraping, and 
this is an area which can be full of seemingly contradictory opinions. While some 
argue that web scraping can result in serious ethical controversies if conducted 
without care (Krotov et al., 2020), some others argue that web scraping is generally 
a tolerated practice, provided reasonable care is taken not to disrupt the “regular” use 
of a web site and the data is publicly available (the content that is being scraped is 
not behind a password-protected authentication system).  If fact, it is often argued 
that web scraping is no different than using a web browser to visit a web page, in that 
it amounts to using computer software (a browser vs a scraper) to access data that is 
publicly available on the web (Monash Data Fluency, 2022). However, the best 
practice in obtaining OJP data is to inform OJP operators about the intended data 
collection and, where possible, come into written agreements for data sharing and 
usage. In some cases, portal owners can even grant direct access to data via API, 
which significantly reduced the amount of data pre-processing needed.  

• Just like web scraping, the legal and ethical frameworks for obtaining and using such 
personally attributable job portal data are not always clearly established. Most portals 
with registered jobseekers usually have their consent to an agreement containing 
terms and conditions surrounding data usage. However, in practice, it cannot be 
assumed that all jobseekers fully understand what they are giving consent to. 
Countries which have personal data-protection laws are likely to have provisions 
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which govern the use of personal data on OJPs. Where such laws and frameworks 
do not apply, it is always best practice to aim for informed consent. 

Other data sources that complement OJP data 
As discussed in the two previous sections, even though OJPs can provide rich and diverse insights, 
they still represent only an incomplete picture of the labor market. Additional sources of data are needed 
to address the limitations of OJPs, answer other questions about the labor market, and validate findings 
obtained from OJPs. By recognizing the attributes, relative strengths and limitations of the diverse types 
of sources available, the findings of any labor market insights can be expanded and made more robust 
(Nitschke et al., 2021). These complementary data sources can be divided into two broad categories: 
(I) traditional sources of labor market data and (II) novel sources of labor market data 

Existing/traditional sources of labor market data 

Labor Force Surveys 

Across the world, the primary source of information on labor market dynamics is government 
collected data, often collected via labor force surveys (LFS). This data is usually maintained by 
individual government organizations as well as some international organizations. The primary 
objective of these surveys is to collect information on the volume of people working in different 
occupations. Labor Force Surveys are typically designed to answer research questions like: What 
are the jobs in my labor market? Which occupations have seen decline or have increased in the long 
term?  
 
Given the robust statistical sampling methods used during the design of these surveys, LFS data 
are representative with stable definitions and taxonomies adopted to ensure that results are 
comparable across time and compatible with similar surveys across countries. Further, aggregate 
data on labor market outcomes, including employment by location, industry and occupation are 
widely available for free to the public online. However, it is important to understand the ways in which 
LFS data is limited for the purpose of understanding labor markets. As noted in the previous section, 
LFS captures the existing stock of jobs within a labor market, whereas vacancies represent new 
openings within it. Therefore, it is not advisable to use LFS data to weight online vacancy data as a 
means of correction. However, LFS data often gives the most reliable picture of the distribution of 
jobs that will help deepen the contextual understanding of a given labor market. 
 
Further LFS data also suffers from several other limitations. They lack the granularity to understand 
variables such as skills at the occupation level, education, experience, and other key labor market 
dimensions. Further the frequency with which data is collected and made available is limited by the 
labor-intensive method of survey data collection. In general, due to prioritizing time series analysis 
and the ability to maintain consistency, government taxonomies are updated infrequently. This 
means that even within existing jobs emerging trends in labor markets are difficult to capture using 
LFS data. 

Skills, knowledge, abilities, and competency data 

In understanding labor markets, it is useful to leverage a common taxonomy of skills, competencies, 
and knowledge domains to facilitate consistent comparisons across industries, geographies, and 
time. Therefore, skills knowledge and competency datasets are helpful for determining which skills 
are important to different occupations and understanding how occupations’ skill requirements 
compare to each other. They can address research questions such as: What skills are required for 
this occupation? How do occupations compare to each other in terms of skill requirements?  
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Altamirano and Amaral (2020) note that O*NET and ESCO are the two most well-known skill 
taxonomies. These taxonomies classify occupations and skills and map them to each other. Both 
ESCO and O*NET offer deep levels of granularity, with thousands of variables and unique skills 
collected for each occupation. This makes them extremely valuable for understanding in-depth the 
competencies, skills and abilities required for various occupations. Both O*NET and ESCO are 
compatible with their respective government occupation taxonomies (and in the case of ESCO with 
the ISCO taxonomy). 
 
However, these standardized jobs and skills taxonomies are limited in several important ways. Given 
the extensive process of employee and expert consultations that underlie their methodology, skills 
and job taxonomies are quite slow to update. The slow update process makes it difficult to track how 
occupations change over time in terms of the skills they require, something that is becoming even 
more salient as digitalization transforms occupations. A second important limitation of this data is its 
limited relevance across economies. O*NET is based on the American economy, whereas ESCO is 
based on the European Union economy. Differences in industry cultures could affect the types of 
skills deemed important for a job, so these frameworks are limited in the economies they can be 
applied to. 

Technology adoption and other primary survey data 

Another source of important labor market information are surveys commissioned by governments 
and private sector organizations. When new technologies (e.g., Artificial Intelligence) are perceived 
to be disruptive to labor markets, technology adoption survey data seeks to measure emerging 
technology adoption across companies and locations. Stakeholders use this data to understand how 
to prepare for changes in specific occupations and the labor market in general.  
 
Further, there can be dedicated surveys which aim to capture specific aspects of the labor market. 
For example, the Office of National Statistics in the UK conducts “The Vacancy Survey”, which is a 
regular survey of businesses that provides an accurate and comprehensive measure of the total 
number of vacancies across the economy (Vacancy Survey, n.d.). Therefore, this survey presents 
a number of opportunities to complement the analysis of OJPs, including the weighting of vacancies 
to address the lack of representativity (Turrell et al., 2019). 
 
The quality of the information that can be obtained from these surveys is often determined by their 
survey designs. While government commissioned surveys might be representative of the studied 
population, they might not reveal detailed insights into specific critical issues. Conversely, private 
sector surveys might focus on a select group of people for deeper insights instead of developing a 
representative sample. Further, given their one-off nature, these types of ad-hoc surveys rarely 
generate insights that are comparable across time and geography. 

Other sources 

Apart from the sources mentioned above, there are other traditional sources of data that might 
complement the information derivation process of a given labor market. There are professional 
bodies and sector organizations (e.g., institutions for accountants, construction sector professionals) 
that have stated objectives of monitoring and responding to demand/supply dynamics of labor 
markets. Furthermore, there could be sector and region-specific local knowledge developed by 
education and training providers, career guidance practitioners and human resource experts in 
various sectors and industries. 
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Novel sources of labor market data 

Online social networks for professionals   
Online social networks allow professionals to connect with each other, find jobs and learn new skills. 
While there are several emerging and niche alternatives (e.g., AngelList, Jobcase), LinkedIn is by far 
the most popular online social network for professionals. LinkedIn collects data from professionals who 
upload their work and education histories, and from employers that advertise on their site. It claims to 
have more than 800 million members and more than 58 million companies (LinkedIn, 2022).  
 
The unique characteristics of LinkedIn data provide detailed insights into work history and skills of 
professionals, while also unearthing the nature and the extent of professional networks and their impact 
on job seekers, employers, and labor markets more broadly. Online social network data for labor market 
analysis suffer from some of the same limitations of OJPs; they lack representativity, unstructured 
terminology making comparisons difficult and issues surrounding privacy of personally attributable data. 

Human capital management data  
Human capital management (HCM) solutions providers capture a wealth of labor market information as 
a by-product of business operations. Information extracted from HCM operations include employer 
name, industry and number of employers on payroll; employee name and demographics; job 
title/occupation, job type – full-time, part-time, permanent, temporary, internship, remote, etc.; payroll 
distribution including wages and tax payments benefits packages. ADP (Automatic Data Processing) 
and Kronos are two examples of third-party intermediaries providing HCM data.  
 
As such HCM data can provide real-time insight into the employment activity of labor markets. The data 
can inform whether demand for talent or hiring is increasing, decreasing or stagnant by location, 
industry, and employer. It can serve as an early indicator of how unemployment may change or has 
changed over a certain period. Wage analyses can inform whether a labor market is tight or loose based 
on wage inflation, deflation, or stagnation. Insight into hours worked can inform whether overall 
economic activity is strong, waning or recovering. Compensation and benefits analyses can inform how 
incentives impact hiring, turnover and hours worked. These data can also highlight worker mobility, pay 
inequities, diversity, worker performance. 
 
Like job postings and work history data, HCM data do not reflect the full universe of a labor market as 
not all businesses use third parties for HCM. Certain industries and businesses like agriculture/farming 
and small family-run operations are likely to be underrepresented. Self-employed individuals, 
contractors, and even gig workers are also likely underrepresented in these data.  

Online learning platform data  
Online learning platforms capture a wealth of data around how people acquire skills. Information 
extractable from online job platforms includes different combinations of skills and subjects' people are 
learning, who is learning them and where. The most and least effective ways of teaching to train people 
in a particular skill. 
 
The granular data online learning platforms collect can inform the types of incentives and feedback 
loops that encourage and support learning. The data can reveal what people are choosing to learn, how 
they perform and how outcomes can be improved. Competitive analyses can be performed around the 
competencies being acquired across regions. Temporal analyses can be performed to determine 
whether certain political, economic, professional, or personal events affect when people are most likely 
to seek new skills and complete training. 
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Data gathered by online learning platforms will be limited to people and regions with internet access. It 
cannot inform learning styles, incentive structures or outcomes of traditional classroom learners 
(Mohan, et al., 2020). Datasets may be skewed toward learners from particular industries, professions 
and with certain levels of educational attainment. 

Online gig economy data 
Intermediaries that operate within online labor markets or the gig economy create unique opportunities 
for researchers to analyze self-contained markets and conduct natural and field experiments. Platforms 
collect granular data about who takes gig jobs, where workers are located, and the kinds of job workers 
are willing to accept and with what incentive. These platforms can provide insight into the factors that 
increase worker performance and reputation. These data can inform what political, economic, 
environmental, social, local market conditions, etc. compel workers to participate in the gig economy. It 
can also inform the advantages and the downsides of algorithmic control found on many gig platforms 
(Wood, et al., 2019). 
 
Data from online labor markets face shortcomings that may over- or underrepresent workers from 
certain socioeconomic backgrounds and regions. Data from certain vendors may be more robust in 
metropolitan areas compared to suburban and rural areas. For example, suburban and rural areas tend 
to have higher rates of vehicle ownership and may rely less on rideshare and delivery services. Workers 
in certain regions may also be more or less likely to engage in task-related gig work depending on the 
opportunities of the proximate labor markets. 

Processing steps, methods, and techniques used in collecting 
and processing OJP data prior to analysis 
Upon the identification of the data needed for a given project or application, the collection of online job 
portal data involves several steps (Cedefop, 2019).  

1. Data ingestion: obtaining the data from the source into your own systems.  
2. Data Pre-processing: converting the data into machine readable form, removing the noise 

in the data and cleaning it of irrelevant content.  
3. Organization: it translates the relevant content of the OJV into a database organized into a 

schema that best fits the project needs. This final database feeds various automatically 
updated dashboards or analysis to produce labor market and skills intelligence. 

Data ingestion 
Data from the selected sources can be accessed from website front ends and/or back ends (databases 
and systems powering the websites that the operator can provide access to). While in some cases this 
might involve the transfer of data through physical storage devices, it is far more common to access the 
data through the internet.  Various techniques can be used: 

• Direct access via application programming interface (API) allows download of vacancy 
content directly from OJV portal databases. This direct access requires a formal agreement 
from the website operator and is subject to maintenance and agreement costs. Data collected 
in this way is of the highest quality of the different methods and can be downloaded much faster. 

• Automated retrieval from the web (web scraping). In instances where data is not directly 
accessible through an API, scraping is a technique that is widely used in academic research 
and in industry. However, as has been outlined in section 4.2, the legal and ethical implications 
of web scraping are poorly understood (Krotov et al., 2020). However, when carried out with 
the data provider's explicit approval and guidance, this can be a method of obtaining data that 
is otherwise difficult to obtain. Web scraping can usually take two forms: 
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i. Direct Scraping is used to extract structured data from websites. Using web scraping 
implies that data is already structured on the web page and can be extracted precisely 
by knowing the exact position of each field on the web page. As specific web scrapers 
must be programmed for each website, this is ideal for sites which contain many 
vacancies.  

ii. Web Crawling uses a programmed robot to browse web portals systematically and 
download their pages. Crawling is much more general compared to scraping and is 
easier to develop. However, crawlers collect much more website noise (irrelevant 
content), and more effort is needed to clean the data before further processing.  

Data pre-processing 
Data sources vary in type, quality, and content. To develop a database suitable for subsequent analysis, 
various pre-processing steps need to be carried out. These can include: 

Optical character recognition (OCR) 
The vast majority of OJP data will be a combination of structured/unstructured text and query results 
from a database. However, there are some job portals which post their vacancies in image form. This 
image data needs to be digitized into machine-readable text before computational methods can be used 
to conduct any labor market analysis.  
 
Optical character recognition generally involves three main steps. 

1. Pre-processing images – before using computer vision techniques for character/feature 
extraction, images need to preprocess to boost the chances of the characters being 
recognized. Some of the preprocessing techniques include fixing orientation, line removal, 
enhancing contrast and converting images to black and white. 

2. Feature extraction – this step involves the lines and strokes to isolate characters and using 
pattern recognition techniques to match them to a known set of characters. This step is 
usually handled by OCR engines, that are commonly available through open-source 
programming languages such as Python and R. 

3. Post-processing – even the most advanced OCR engines do not produce perfect results. 
Therefore, depending on the application in question, some amount of pos-processing might 
have to be done. OCR accuracy can be improved if the output is limited by a known set of 
words. For instance, this could be a set of technical words in a given field of occupation. 
Further, there are methods such as ‘near neighbor analysis’ that can leverage the 
frequencies for co-occurrence to correct mistakes. For example, ‘C++’ is likely to be more 
prevalent than ‘C77’. 

Cleaning 
OJP data, especially OJVs usually contain ‘noise’ (such as company profiles, promotions, unticked 
options from drop-down menus). Cleaning is a sequence of activities to identify and remove ‘noise’ from 
the data to improve their quality and prepare the data for subsequent analysis. While some amount of 
cleaning is conducted at the pre-processing stage, more advanced, goal-oriented cleaning is usually 
conducted at the analysis stage. 

Merging 
If data from more than one portal is used for analysis, there can be duplication in both vacancy data 
and non-vacancy data (e.g., job-seeker profiles) both within and across different OJPs. In some cases, 
this is a desirable property during different stages of the analysis. When this is the case, duplications of 
the data can be enriched by combining the information on the vacancies posted at different portals. 



Use of online job portal data in research and in practice: A review                LIRNEasia 

19 
 

De-duplicating 
In some cases, it is necessary to remove duplicates from the analysis. Image comparison, text 
comparisons, the use of meta-data (such as reference Id, page URL) can be used to identify and remove 
duplicates within and across different job portals. 

Organization 
If a given project involves the analysis or monitoring of the labor market across all sectors it is probably 
helpful to map the vacancies found on job portals onto a standard jobs and skills classification 
framework/ontology. This is not strictly necessary if a given study is limited to one or two occupations 
or industries. However, large scale labor market monitoring efforts such as the Pan-European Online 
Job Vacancies and Skills Analysis project (Cedefop, 2019) have mapped the entire universe of online 
vacancies onto the European Standard Classification of Occupation (ESCO). Three techniques are 
generally used to conduct this mapping, often in the order outlined below: 

1. Direct matching of job titles with the relevant ontology  
2. Using string similarity metrics to match job titles/description onto the ontology 
3. Using machine learning classifiers to determine the appropriate category in the ontology 
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